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█ Abstract Nudges have proven to be effective tools for steering citizens toward desirable behaviors and 
make valuable additions to any policy-maker’s toolbox. Disappointingly, however, there are no mechanis-
tic explanations for how nudges work, leaving policy-makers unable to explain what happens when they 
are implemented. This paper identifies some neglected ethical implications of the resulting citizens lack of 
awareness of such mechanisms. We first examine mechanistic explanations in relation to citizens’ under-
standing on how they work. Then, we look at mechanistic explanations in light of the suggestion advanced 
by some ethicists that nudges be considered ethically acceptable in modern liberal democracies provided 
the explicit transparency of the nudges employed. 
KEYWORDS: Nudge; Ethics of Nudging; Mechanistic Evidence; In-principle Transparency; Explicit Trans-
parency 
 
█ Riassunto Spiegazioni meccanicistiche e l’etica dei nudges – I nudge si sono rivelati strumenti di policy effi-
caci nello “spingere gentilmente” i cittadini verso comportamenti considerati desiderabili. Per questa ra-
gione i nudge sono considerati validi strumenti della cassetta degli attrezzi di un policymaker. Tuttavia, è in 
qualche modo deludente la mancanza di spiegazioni meccanicistiche dei nudge, dalla quale risulta 
l’incapacità dei policymaker di spiegare quello che succede quando i nudge vengono effettivamente imple-
mentati. Questo articolo identifica alcune implicazioni etiche finora trascurate connesse alla inconsapevo-
lezza da parte dei cittadini circa i meccanismi che governano i nudge. Da una parte, le nostre considerazio-
ni metteranno in relazione le spiegazioni meccanicistiche con la comprensione dei nudge da parte dei cit-
tadini. Dall’altra parte, metteremo in relazione le spiegazioni meccanicistiche con il concetto di trasparen-
za esplicita, ossia la richiesta avanzata da alcuni eticisti al fine di considerare i nudge eticamente accettabili 
nelle moderne democrazie liberali. 
PAROLE CHIAVe: Nudge; Etica del nudging; Evidenza meccanicistica; Trasparenza in via di principio; Tra-
sparenza esplicita 
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NUDGES ARE POLICY TOOLS EMPLOYED worldwide. 
Since the US government recruited Cass Sunstein to 
be head of the OIRA in 2009, and the UK estab-
lished the Behavioural Insights Team in 2010, nudge 
units have been popping up all over the world.1 
Nudge units are meant to advise on high-performing 
and cost-effective public policies.2 These units take 
advantage of interventions that leverage human bi-
ases in choice environments. Nudges commonly re-
fer to interventions that do not involve any form of 
“hard” policy: coercion, bans, or significant eco-
nomic (dis)incentives. Instead, they simply ensure 
that citizens have the opportunity to deviate easily 
from the outcome desired by the choice architect.3 
This is the reason why nudges are often deemed to 
be “soft” policy tools, in contrast to traditional hard 
policy tools. 

Given the scope of this paper, we will discuss 
just one of the many cognitive biases that nudges 
can exploit: the default effect. The default effect is 
a phenomenon whereby one option in a defined 
set of options is selected if the decision-maker 
does nothing. It is thus considered the option by 
default. The default effect is among the most ro-
bust biases observed by behavioral and cognitive 
scientists, and its impact has been confirmed in a 
wide range of contexts.4 Nudges based on this ef-
fect steer decision-makers towards one of the 
available outcomes. 

Although a burgeoning literature confirms the 
advantages of employing a variety of nudges, includ-
ing those that exploit the default effect, explanations 
for their influence remain poor or are sometimes al-
together lacking. This lack of knowledge by experts 
and policymakers results in the citizens’ ignorance 
of the mechanisms that nudges’ rely on; the citizens’ 
unawareness of mechanisms is the focus of the pre-
sent paper.  

Here, we refer to “mechanisms” within the 
framework of knowledge enhancement. Mechanis-
tic explanations are developed at several intermedi-
al epistemic stages from the highest stage, where we 
have no explanation for the phenomenon consid-
ered to the allegedly lowest stage, where the physi-
cal entities and operations characterizing a phe-
nomenon are described in physical-mathematical 
terms. Following Till Grüne-Yanoff,5 we will con-
sider the default effect to be at one of these unex-
plained stages, namely the difference-making stage, 
where an effect that corresponds to a specific pat-
tern of events is recognized but still no understood. 
Discovering mechanisms means passing from this 
stage to a lower one which includes a model of the 
phenomenon, namely a causal explanation, that is 
both compatible with even lower stages and pre-
serves all the relevant available evidence.6 

From now on, we will refer to “mechanisms” or 
“mechanistic explanations” as elements at this lower 
stage, the stages below the difference-making stage.7 
We propose to refer to them as “explanatory stages”. 

Investigations into nudging mechanisms are 
scarce in general, but, as noted above, we will only 
refer to a specific case, nudges based on the de-
fault effect. We do so because Grüne-Yanoff has 
already examined the mechanisms that lead to the 
default effect in an influential paper. In his paper, 
Grüne-Yanoff emphasizes that, so far, our under-
standing of nudges is at the difference-making 
stage and not yet at an explanatory stage. Such 
lack of knowledge is not free from consequences, 
and is not optimal for policy-makers. Indeed, 
Grüne-Yanoff points out that if we better under-
stood these mechanisms, we could distinguish the 
conditions in which nudges are likely to fail form 
those in which nudges succeed,8 that is when the 
ascertained strength of a nudge established within 
a given context, e.g., under ideal experimental 
conditions, can be reasonably expected to replicate 
in different contexts. We could refer to this issue 
as the “effectiveness” of nudges. 

Grüne-Yanoff breaks up the concept of “effec-
tiveness”, distinguishing “robustness” from “persis-
tence”. “Robustness” is diminished when a slight 
modification of the initial conditions will affect 
secondary factors, which, in turn, could mitigate, 
delete, or even reverse the effect on the target fac-
tor. “Persistence” is diminished if the desired con-
sequences reduce with repetition, resulting in a sig-
nificant loss of strength over the long run. 

Grüne-Yanoff does not only discuss practical 
issues related to our poor understanding of nudg-
ing mechanisms. Turning to ethically relevant 
concerns, Grühe refers to the concept of “welfare”, 
defending an approach whereby the welfare result-
ing from a policy depends both on the outcome 
and the process through which that outcome is 
reached.9 In particular, he asks that we consider 
the degree of deliberation involved in devising and 
implementing a policy: typically, the higher the 
degree, the more desirable the policy. We believe 
this point deserves deeper investigation.10 Indeed, 
the greater the value placed on the deliberation 
process, the more important it becomes for policy-
makers to understand the degree of manipulation 
a nudge involves and perform suitable procedures 
to ensure adequate public scrutiny of nudges. We 
will develop this point in §2. 

While, on the one hand, Grüne-Yanoff 11 rec-
ognizes that the elements considered in mechanis-
tic models could be described either in neurophys-
iological or mental terms, he mainly uses the latter. 
By constrast, Felsen and Reiner12 focus on the role 
neuroscience could play in elucidating the mecha-
nisms that underpin nudges. They argue that neu-
roscience is a valuable ally in seeking answers to 
empirical questions on nudging, hence in gaining 
insight into how nudges work and how their use 
could be enhanced. They further highlight how 
evidence from neuroscience could prove fruitful in 
answering open normative questions. The authors 
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claim that neuroscience could cast light on wheth-
er nudges factually disrespect decision-making au-
tonomy. They consider the concept of autonomy 
to be defined by specific factors, such as the ra-
tionality of the choice and whether the level of 
autonomy is both in line with higher-order de-
sires and free from undue external influences. 
Secondly, they argue that casting light on the 
neural bases of nudges will reveal when, in gen-
eral, the factors that define autonomy are in 
place. In fact, neuroscience leads us to believe 
that being subject to undue external influences is 
«the norm rather than the exception [insomuch 
as such influences] are often incorporated into 
our decision processes covertly».13 Hence, when 
considering undue external influences, it would 
be inaccurate to consider nudges unethical be-
cause they violate autonomy. 

We recognize the observations advanced by 
Grüne-Yanoff and Felsen and Reiner as of para-
mount importance in both indicating the conse-
quences of our lack of knowledge on nudging 
mechanisms when such mechanisms are em-
ployed, and the extent to which this ignorance 
matters for the ethics of nudging.14 In line with 
these considerations, we believe that developing 
tenable models for the mechanisms underlying 
nudges, or, to put it in another way, replacing dif-
ference-making placeholders with mechanistic ex-
planations would enlarge, enrich, and reframe the 
ethical debate on nudging at a much higher level 
than has so far been considered. 

The gist of this paper consists in presenting 
further ways, so far overlooked, in which mecha-
nistic explanations could affect the debate on the 
ethics of nudging. We begin by providing the nec-
essary tools to delve into the lack of mechanistic 
explanations for the default effect, then present 
three viable candidate mechanisms for the default 
effect and two examples of nudges based on this 
effect (§1). We proceed by arguing that opening 
the black box of the effects exploited by nudges 
and disseminating the resulting knowledge would 
mitigate citizens’ tendency to veto the use of 
nudges (§2). Then, we consider how knowledge of 
mechanistic explanations can put citizens in a po-
sition to fully control and assess government poli-
cies (§2). The fourth and fifth aspects we discuss 
concern the explicit transparency of nudges. In 
light of their allegedly subtle nature, some scholars 
consider transparency to be a crucial ethical con-
dition for the use of nudges. We will argue that the 
knowledge obtained through access to the “ex-
planatory stage” would impact both the evaluation 
of the conditions under which explicit transparen-
cy should be requested (§3) and the very feasibility 
of explicit transparency (§4). In what follows, we 
focus exclusively on the default effect, but our 
considerations hold for all nudges for which we 
lack a mechanistic explanation for their effects. 

█  1 Nudged based on default. Three viable candi-
dates as mechanisms 
 
To expose the nature of the default effect, let 

us consider the following two examples. Firstly, a 
pension plan: SMarT. SMarT, which stands for 
Save More Tomorrow, is a 401(k) pension plan15 
devised by Richard Thaler and Shlomo Benartzi16 
that takes advantage of a combination of nudges 
in order to counteract US citizens low tendency to 
save. SMarT recognizes that participants prefer to 
commit themselves to start saving in the future ra-
ther than in the present. This contrasts with the 
so-called present bias, namely the human tendency 
to prefer less rewarding short-term opportunities 
to better long-term opportunities.17 Acknowledg-
ing this bias, SMart participants are asked to in-
crease saving only when pay raises occur. The aim 
is to take advantage of loss aversion, namely the 
human tendency to perceive the pain of losing 
(what is already owned) to be twice as powerful as 
the pleasure of gains. 

While SMarT allows participants to opt-out of 
the plan as they please, the default option is to opt-
in. This nudges participants to stick with the pro-
gram, capitalizing on the default effect. Henceforth, 
we refer to this nudge, an integral component of 
SMarT, as SMarT-by-default. SMarT is among the 
most impressive successes obtained by behavioral 
economists. It has been estimated that it has aided 
millions of Americans to increase their savings. 
SMarT was so successful that American lawmakers 
built on the cognitive strategies applied in SMarT 
in designing the 2006 Pension Protection Act.18 

Vaccination provides a second example of the 
default effect. The salient choice environment for 
vaccine appointments could be set up in two ways. 
On the one hand, choice architects may offer vac-
cine appointments as opt-in options, viz., citizens 
are requested to actively make an appointment 
based on the available slots. Here, the default op-
tion is to not have an appointment, and thus avoid 
vaccination. On the other hand, choice architects 
could set up appointments for the citizens asking 
those who are not interested to actively opt out of 
their appointment. Here, by default, citizens end 
up with an appointment. It has been shown that 
the latter choice environment produces a higher 
number of vaccine appointments, and, in turn, in-
creases the probability citizens will be vaccinat-
ed.19 Henceforth, we will refer to this nudge as the 
vaccine-appointment-by-default. 

Both these nudges are based on the default ef-
fect and are considered effective in shaping choic-
es. But why do the SMartT-by-default and vaccine-
appointment-by-default strategies work? How can 
we explain the power exerted by the default effect? 
Answers to such questions are useful for identify-
ing cases in which nudges can be reasonably ex-
pected to be successful. Unfortunately, there are 
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no satisfying answers not only for the default ef-
fect, but more generally for all known effects on 
which nudges are based. Although disappointing, 
this should not take us by surprise; indeed, psy-
chologists tend to consider theories as verbal con-
structs that organize experimental regularities.20 
Behavioral policies are based on cognitive and be-
havioral psychology research and rely more on be-
havioral data than on rigorous psychological ex-
planations. This is reflected by the fact that ran-
dom controlled trials are typically prioritized 
among the several evidence-generating methods 
available to support behavioral policies, and mod-
els to explain the phenomena observed and ex-
ploited, are typically neglected. 

However, scholars are not flying completely 
blind when it comes to mechanisms; they can de-
velop hypotheses that will help them move from the 
difference-making stage to the explanatory stage. 

Considering the default effect, Grüne-Yanoff 
suggests that at least three cognitive mechanisms 
should be considered as viable candidate mecha-
nisms for the default effect. The first candidate is 
“cognitive effort”. The hypothesis is that the de-
fault option involves minimal cognitive effort, in 
contrast to the alternative options which would 
involve, for instance, retrieving information, a de-
tailed comparison of final outcomes, and emo-
tional arousal.21 Henceforth, we will refer to this 
mechanism as the cognitive-effort-mechanism. We 
will refer to the second viable candidate as the loss-
aversion-mechanism. A default determines, within 
a given decision context, what a decision-maker 
perceives the reference point to be. By setting the 
default, choice architects influence what decision-
makers perceive to be relative losses or gains This 
could influence decisions because deviations of a 
defined magnitude from the reference point have 
a higher psychological impact when they are per-
ceived as losses rather than gains.22 The fact that 
losses hurt us more than gains make us happy 
seems to result from our evolutionary history.23 
Regarding savings: «Setting a high retirement 
fund contribution as the default lets the chooser 
interpret alternative choices with lower contribu-
tion rates as a gain in current consumption and a 
loss in future financial security. Consequently, ac-
cording to the loss aversion model, she will put 
more weight on the financial security under this 
default than she would if the default were a low 
contribution».24 

Finally, the recommendation effect might be the 
third mechanism behind the allure of default op-
tions. According to this explanation, the default 
effect emerges because by setting a default option, 
the choice architect flags it as the best option. Citi-
zens infer that it must be in their own best interests 
to stick with the default. 

In the following section, we will refer to the cog-
nitive-effort-mechanism, loss-aversion-mechan-ism, 

and recommendation-effect-mechanism as we discuss 
how mechanistic explanations impact citizens’ abil-
ity to evaluate the real-world effects of nudges. 

 
█  2 The impact of mechanistic explanation on pub-

lic scrutiny 
 
In this section, we discuss how insights into the 

mechanisms behind nudges might shape citizens’ 
ethical perspectives on the nature of human prefer-
ences. We argue that mechanistic explanations allow 
citizens to fully appreciate the potential effects of 
nudging. Our second point, which is deeply aligned 
with Felsen and Reiner’s work on how nudges alleg-
edly jeopardize human autonomy, is that mechanis-
tic explanations can blur the perceived border be-
tween choice environments which feature nudges 
and nudge-free choice environments. 

Being clueless on nudging mechanisms can lead 
citizens to infer that the effects behind nudges are 
specific to nudging contexts. Assuming that these 
kinds of mechanisms and effects are in place ex-
clusively when nudges are implemented leads citi-
zens to infer that nudging, in which the intention-
al shaping of the choice environment affects their 
behaviours, is somehow an exception. If they were 
aware of the mechanisms that support nudges, 
they would instead see that nudges are effective 
because they rely on pervasive cognitive traits relat-
ed to decision-making, which do not necessarily in-
volve the intentional interventions of external 
agents. If citizens were aware that the mechanisms 
responsible for nudging effects are pervasive, they 
would question their naive belief in their full free-
dom of choice and embrace a different perspective, 
recognizing the malleability of human preferences. 
Arguably, this would lead citizens to soften their 
prejudicial tendency to veto the deployment of 
nudges, sometimes based on the belief that nudges 
are characterized by unusual intrusiveness.25 

To give an example, let us assume that loss 
aversion turns out to be the mechanism behind 
the default effect. If so, knowledgeable citizens 
would recognize how several of the choice envi-
ronments they inhabit are, most often due to acci-
dental circumstances, featured in a way in which 
loss aversion affects decisions. Loss aversion is in-
deed considered to be a ubiquitous tendency –
within certain boundaries26 – across a wide variety 
of contexts, including law-making,27 stock invest-
ments,28 and voting.29 Loss aversion concerns both 
choices made under certainty, and under condi-
tions of risk; loss aversion is indeed the tendency 
at the base of Kahneman and Tversky’s successful 
model of risky choices.30 

A second reason why mechanistic explanations 
are relevant for the ethics of nudges concerns public 
scrutiny of the desired behavioral outcomes for 
which nudges are employed in the first place. So far, 
we have considered the impact of mechanistic ex-



Mechanistic explanations and the ethics of nudging 

 

179 

planations on the evaluation of the process of nudg-
ing, however, interesting ethical considerations also 
arise with respect to behaviors produced by nudges. 

Moreover, mechanistic explanations would give 
citizens the information they need to assess the 
strategies and agendas used by policy-makers. On 
the one hand, policy-makers employ nudges to 
reach behavioral aims and thereby change society. 
From this perspective, nudges are exactly like tradi-
tional policy tools, such as bans, coercive measures, 
and economic incentives. On the other hand, in 
modern liberal democracies, public scrutiny of in-
stitutional activities is of primary concern for the 
good functioning of democracies and a key issue in 
institutional design. As part of public scrutiny activ-
ities, citizens should be able to evaluate whether 
policy-makers are justified in expecting a certain 
policy will be reasonably effective given certain cir-
cumstances.31 We argue that casting light on the 
mechanisms, which are relevant for the success of 
nudges, could expand and improve the ability of 
citizens to oversee the policy-makers’ work. 

To see why, we could consider a hypothetical 
case in which the recommendation-effect-mechanism 
has been found to underpin the default effect. Let us 
assume that a hypothetical policy-maker has imple-
mented a policy of vaccine-appointment-by-default to 
boost vaccine uptake. In this case, the trust placed in 
the policy-maker, namely the perceived source of the 
nudge, should be expected to play a pivotal role in 
the success of the nudge. Indeed, a flourishing litera-
ture on vaccination and similar health decisions 
shows that the degree of trust placed in the source of 
interventions or recommendations is pivotal in en-
suring compliance. For instance, trust placed in mes-
sengers is a moderating factor in decision processes 
and will lead citizens to obtain health information 
through messages to responsibly engage in protec-
tive behaviors.32 Furthermore, trust, or rather, a lack 
of it, has recently been proposed as an alternative ex-
planation for vaccine hesitancy in contrast to the 
“war on science” narration which emphasizes the 
role of scientific illiteracy.33 

So, trust in choice architects would be pivotal 
in the nudge’s success if the recommendation-
effect-mechanism was found to underpin the de-
fault effect and, in turn, vaccine-appointment-by-
default. If so, knowledgeable citizens who scruti-
nize the work made by policy makers would be in 
the condition to consider vaccine-appointment-by-
default as misplaced if implemented by a choice 
architect mistrusted by the vast majority of citi-
zens. Instead, other things being equal, if the 
choice architect who takes advantage of the vac-
cine-appointment-by-default nudge was considered 
highly trustworthy, knowing the mechanism be-
hind the nudge would lead citizens to expect a 
high degree of success. However, if loss aversion is 
found to be the mechanism that underpins the de-
fault effect, trust placed in the source should play a 

negligible role and so the source would be disre-
garded by citizens in their evaluation of the effec-
tiveness of the nudge. 

To summarize, a citizen unaware of the mech-
anisms behind nudges is unaware of the degree of 
success a nudge is likely to have. This, in turn, lim-
its citizens’ ability to monitor and properly assess 
the government’s work and so engage in appropri-
ate public scrutiny. In other words, citizens’ abili-
ties to scrutinize the work and the tenability of the 
assumptions made by public choice architects are 
made worse because nudging mechanisms remain 
unknown. 

In this section, we have argued that mechanis-
tic explanations are relevant in both citizens’ eval-
uation of the moral justifiability of the processes 
behind the implementation of nudges and citizens’ 
ability to perform public scrutiny. In what follows, 
we will focus on how an awareness of nudging 
mechanisms interacts with the ethical request to 
reveal the employment of nudges through explicit 
statements. This is an interesting topic in that 
many scholars believe that making nudges explic-
itly transparent is ethically necessary; they must be 
actually detectable by citizens and, as a result, em-
ployable in modern liberal democracies. 

 
█  3 Mechanistic explanations and the need for ex-

plicit transparency  
 
The introduction of mechanistic explanations 

would likely impact the debate on both the need 
for and the factual feasibility of explicit transpar-
ency in nudging. With “explicit transparency”, we 
mean the addition of a statement where the pres-
ence of the nudge within the choice environment 
is spelt out. The main ethical concern that has led 
scholars to discuss and request “explicit transpar-
ency” is the allegedly subtle nature of nudges. To 
fully comprehend why some scholars consider 
nudges to be subtle, we need to consider the his-
torical background of nudge theory. The availabil-
ity of nudges as policy tools can be traced back to 
investigations on human “bounded rationality”, 
pioneered by Herbert Simon.34 Simon paved the 
way to systematically investigate how human cog-
nitive processes result in predictable deviations 
from the “homo oeconomicus” model. The homo 
oeconomicus is an intentionally highly idealized 
model35 for which agents are considered hyper-
rational, utility-maximizing, and completely self-
regarding.36 Daniel Kahneman developed this line 
of research and advanced a now-famous dual-
system theory of mind (Kahneman et al. 1982).37 
In a nutshell, this theory describes human deci-
sions as resulting from cognitive processes ascrib-
able to two systems working in parallel, which 
should be understood as ideal types that lack pre-
cisely corresponding neuronal correlates, namely 
the fast “System 1” and the slow “System 2”.38 Sys-
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tem 1 is a sort of unconscious pilot, which rushes 
us to make automatic, quick, cognitively effortless, 
and typically unaware decisions. In contrast, Sys-
tem 2 pushes humans to make decisions slowly, 
deliberatively, and with cognitive effort. Although 
the, so to speak, division of labor between System 
1 and System 2 most often succeeds in leading us 
to appropriate decisions there are circumstances 
in which decision-makers rely solely system 1 
when an intervention from System 2 was re-
quired.39 For instance, relying on System 1 to cal-
culate 17 x 24 would most likely lead to the wrong 
answer since we would fall prey to a plethora of 
cognitive biases.40 Since nudges exploit cognitive 
biases that result from automatic and typically 
subpersonal cognitive processes, some scholars 
consider them to be subtle. This implies they are 
highly likely to go unnoticed by citizens. Being 
tendentially undetectable, nudges jeopardize citi-
zens’ decision-making autonomy.41 

However, explicit transparency has not been 
the only solution advanced within the debate on 
the transparency of nudges. In a seminal paper, 
Luc Bovens42 argued for the in-principle transpar-
ency of Thaler-Sunstein-style nudges. Nudges – 
Bovens argues – are in-principle transparent be-
cause they can be detected by people who take full 
advantage of their cognitive abilities. Let us con-
sider the vaccine-appointment-by-default nudge to 
see how “in-principle transparency” is supposed to 
work. In this case – Bovens would likely argue – 
watchful citizens recognize that policy-makers set 
vaccine appointments by default to exploit the de-
fault effect in order to boost appointments. This 
in-principle transparency makes nudges different 
from subliminal messages, whose existence re-
mains concealed, no matter what cognitive effort 
is made.43 Imagine, for instance, a scenario in 
which evil governments force television broad-
casters to occasionally flash the message “make an 
appointment for your vaccine”. In this case, citi-
zens watching the broadcast would be unable to 
detect the message, regardless of the cognitive ef-
fort they made. 

Hence, in Bovens’ terms, nudges are in-
principle-token-transparent, so they are policy 
tools whose here-and-now interferences can be de-
tected by watchful citizens. 

For our part, we doubt that being watchful is 
sufficient to, in practice, detect nudges. We be-
lieve that citizens are in need of specific 
knowledge about the salient traits of nudges to 
factually detect them within a complex choice en-
vironment and that it is hard to argue that citizens 
have a duty to obtain such awareness. Being 
watchful seems only one condition, albeit indispen-
sable. For instance, let us consider the complexity of 
the choice environment of which the SMarT-by-
default nudge forms part. Firstly, employees must 
manage to distinguish between implemented nudg-

es and the irrelevant features of the retirement plan, 
such as the range of fund options available. Fur-
thermore, employees should be able to disentangle 
the SMarT-by-default nudge from the other nudges 
featured in SMarT, for instance the nudge meant to 
contrast the present bias. We suggest that employ-
ees would only be able to factually distinguish the 
SMarT-by-default nudge within the choice envi-
ronment if they had previous educated themselves 
about the default effect. 

Our claim is supported by literature on the 
crucial role played by education (long-term pro-
cess) and training (short-term process) in recog-
nizing the threats of biased cognitive processes 
and shielding ourselves from them. The cases in 
which lurking cognitive biases can be recognized 
and defused through education and training are 
analogous to those in which education could influ-
ence the probability that nudges could be detected 
and eventually withstood.44 

For this and other reasons, many scholars have 
begun to empirically investigate the feasibility of 
making nudges explicitly transparent.45 As things 
stand, the debate seems to be polarized into two 
competitive positions. On one side are those who 
assume that the in-principle transparency of 
nudges suffices to comply with the ethical de-
mands of modern liberal democracies: on the oth-
er side, those who argue that nudges must be made 
explicitly transparent before they can be consid-
ered suitable policy tools. 

We argue that opening the black box to exam-
ine the effects that underpin nudges and casting 
light on the mechanisms underlying these effects 
would result in more flexible positions within the 
debate on transparency. Mechanistic explanations 
would lead scholars to recognize the need to assess 
the kind of transparency needed on a case by case 
basis. Let us develop this argument considering 
the vaccine-appointment-by-default nudge. On the 
one hand, let us depict a hypothetical scenario in 
which we collected evidence indicating the rec-
ommendation effect to be the mechanism underly-
ing the default effect. This would imply that citi-
zens, when successfully nudged, would necessarily 
be able to recognize the presence of the vaccine-
appointment-by-default nudge and the behavior this 
nudge is designed to steer, so that they could delib-
erately either accept or reject the suggestion. Such a 
piece of evidence would arguably lead scholars who 
root for explicit transparency to recognize that 
there are indeed cases in which asking for explicit 
transparency would be pointless, because the 
mechanism underlying the nudge shows that the 
nudge is inherently detectable when effective. 

On the other hand, let us assume that loss-
aversion-mechanism underpins the vaccine-
appointment-by-default nudge. If so, citizens would 
face a nudge, whose mechanism is based on an au-
tomatic response which is difficult to detect. Such 
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considerations would arguably lead scholars who 
generally claim it is unnecessary to ask for explicit 
transparency to make an exception, recognizing the 
need for explicit transparency for nudges character-
ized by high undetectability. Mechanistic explana-
tions would thus enable us to move from a dispute 
characterized by two all-encompassing positions to 
a debate in which scholars, albeit maintaining dif-
ferent perspectives, recognize a nuanced situation 
in which a case by case analysis is necessary. 

In this section we have discussed how mecha-
nistic explanations affect perspectives on explicit 
transparency as an ethical condition of nudging. 
In the next section, we will take a step back and 
discuss whether making citizens aware of nudging 
mechanisms, together with explicit transparency, 
would undermine the strength of nudges, to the 
extent that nudging might even become pointless. 

 
█  4 Mechanistic explanatins and the feasibility of 

explicit transparency 
 
We now consider the possibility that awareness 

of nudging mechanisms could also impact the fea-
sibility of making nudges explicitly transparent. 
We consider explicitly transparent nudges feasible 
when the information meant to make nudges de-
tectable does not heavily impair their strength in 
shaping citizens’ behaviors. In this regard, Luc 
Bovens claimed that nudges typically work better 
in the dark.46 Furthermore, as mentioned by Loe-
wenstein and colleagues,47 in the Behavior Change 
report, the UK House of Lords discussed explicit 
transparency in nudging, concluding that while 
ensuring transparency, is ethically preferable, it is 
not the most suitable solution since «this fuller 
sort of transparency might limit the effectiveness 
of the intervention».48 

The main concern among policy-makers and 
scholars regarding explicit transparency in nudg-
ing is psychological reactance. Psychological reac-
tance is a concept introduced first by Brehm,49 and 
it consists in the «unpleasant motivational arousal 
that emerges when people experience a threat to 
or loss of their free behaviors [... this…] results in 
behavioral and cognitive efforts to reestablish 
one’s freedom».50 

If nudges are in fact perceived as a threat to 
freedom of choice,51 they could trigger reactance 
and grow weak, or, in the worst-case scenario, 
even backfire. This eventuality needs to be empir-
ically investigated, and scholars have recently be-
gun to do so. 

It appears that our seemingly reasonable intui-
tion that transparency could compromise the 
power of nudges and trigger psychological reac-
tance stands on empirically shaky ground. The ev-
idence on the consequences of making nudges ex-
plicitly transparent are mixed52 and, although 
this does not clearly indicate that explicitly trans-

parent nudges are totally feasible, it surely does 
not suggest the opposite. 

In the case of the default effect, it seems that the 
explicit transparency of nudges does not signifi-
cantly impair their strength. To the best of our 
knowledge, the research conducted so far on de-
fault-based nudges indicates that explicit transpar-
ency is in fact feasible.53 Taken together, these in-
vestigations consider three strategies for making 
nudges transparent and several combination ap-
proaches. They examine the effect of transparency 
on: the behavioral result of the nudge; the effect ex-
ploited; and, eventual side-effects due to the nudge. 
Let us see in detail what these three strategies en-
tail. With respect to the vaccine-appointment-by-
default, transparency regarding the behavioral re-
sult would consist in a statement of this kind: “Pre-
vious research shows that providing appointments 
by default results in a greater number of appoint-
ments than if having an appointment is not the de-
fault option”. Instead, the transparency of the effect 
exploited could be guaranteed by a statement like: 
“The default effect makes the option-by default 
more attractive to decision-makers”. Finally, mak-
ing possible side-effects transparent would mean 
warning that the nudge will discourage some citi-
zens, in this case, those who refuse vaccines, from 
obtaining their favored outcome. In all three strate-
gies, the nudges’ strength seems to remain intact. 
Let us now consider the eventual explicit transpar-
ency of the mechanism. 

We argue that if knowledge of the nudging 
mechanism is at citizens’ disposal, it would inter-
twine with those aspects of nudges that have been 
made explicitly transparent and, in turn, impact 
on their effectiveness. To see why, let us consider 
two slightly different scenarios. In both of them, 
citizens inhabit the very same choice environment 
where the vaccine-appointment-by-default nudge is 
in place. Furthermore, in both scenarios, the 
nudge is made explicitly transparent. 

For the sake of argument, it is irrelevant what as-
pect of the nudge is made more salient through 
transparency: the behavioral result, the effect ex-
ploited, or/and the potential side-effect. What mat-
ters here is that citizens are, through explicit trans-
parency, made aware of the presence of a nudge. Let 
us assume that, in the first scenario, knowledge of 
the mechanism behind the effect on which the vac-
cine-appointment-by-default nudge is based is not yet 
available. Conversely, in the second scenario citizens 
have access to the knowledge of the mechanism be-
hind the vaccine-appointment-by-default nudge. 

We argue that in the second scenario, citizens 
awareness of nudging mechanisms would impact 
the perception of the nudges themselves, eventually 
allowing psychological reactance to be triggered. 
This, in turn, could undermine the feasibility of ex-
plicitly transparent nudges. Indeed, the knowledge 
of the mechanism characterizing the second scenar-
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io would arguably make the degree of manipulation 
entailed by the nudge more salient. By assumption, 
in the first scenario, this aspect is absent. 

Among the factors that intensify psychological 
reactance is a perceived intention to persuade 
which could be triggered by dramatic narratives54 
or the use of forceful and controlling wording.55 
More specifically, with regard to nudges, it seems 
likely that being aware of the mechanisms behind 
the nudges could be a further factor in triggering 
the perception of a strong intention to persuade, 
depending on the mechanistic explanation in place. 

Let us depict a case in which the mechanism be-
hind the SMarT-by-default nudge turns out to be 
the loss-aversion-mechanism. In this case, the de-
tected nudge would be perceived as a policy tool 
implemented by the choice architect due to its abil-
ity, through prompting of automatic responses with 
an early-evolutionary origin, to strongly persuade 
choosers. Arguably, this could intensify psychologi-
cal reactance, perhaps to the extent of making the 
SMarT-by-default nudge unavoidably unsuccessful. 
On the other hand, it is reasonable to expect that 
this would not happen if the mechanism behind the 
nudge turned out to be the recommendation effect, 
which instead would lead citizens to perceive the 
nudge as a suggestion and, in turn, not a tool of per-
suasion. To conclude, we argue that when citizens 
have access to the knowledge of nudging mecha-
nisms, this – depending on which mechanism is, in 
fact, revealed – could lead to psychological reac-
tance. However, this is merely a conjecture and 
experimental investigations would be necessary to 
test if our hypothesis is tenable. The work on the 
perception of nudges by Michaelsen56 could in-
spire such experimental investigations. 

 
█  5 Conclusion 

 
In the foregoing sections, we analyzed how and 

why mechanistic explanations are relevant for the 
ethics of nudging. To summarize, we argued that 
being aware of the mechanisms behind nudges 
could affect citizens’ perception of the nature of 
the processes involved and enhance the public’s 
capacity for scrutiny. Furthermore, we argued how 
upgrading from a difference-making stage to an 
explanatory stage is relevant in assessing the need 
for explicit transparency in nudging and its feasi-
bility. We conclude this paper by presenting two 
further considerations that we hope will stimulate 
future research on mechanistic explanations and 
their impact on the ethics of nudging. 

The first concerns how such mechanisms can be 
discovered. In previous sections, we considered three 
viable candidate mechanisms behind the default ef-
fect. Furthermore, we assumed that the actual mech-
anism is a single one, specifically, either the cognitive-
effort-mechanism, the loss-aversion-mechanism, or the 
recommendation-effect-mechanism. However, this as-

sumption could turn out to be inaccurate. Indeed, we 
cannot rule out the possibility that upgrading from 
the “difference-making stage” to the “explanatory 
stage” will make it evident that the default effect is, 
in fact, more heterogeneous than previously thought. 
It could be the case that various nudges based on the 
default effect will turn out to depend on different 
kinds of mechanisms or even a combination of them. 
This concrete possibility should further impel schol-
ars and policy-makers who care about the success of 
nudges to cast light on their mechanisms. 

Secondly, we discussed how an awareness of 
nudging mechanisms and the feasibility of explic-
it-transparent nudges are intertwined (§4). We left 
aside the case in which the mechanism itself is 
considered to be explicitly transparent. This is the 
case when, alongside the transparency of the be-
havioral result, policy-makers ensure other aspects 
are also transparent: the effect exploited, the side-
effects involved, and/or the nudging mechanism. 
The impact of this kind of transparency on the 
feasibility of explicit transparency may not be triv-
ial. This is a relevant topic in light of what we ar-
gued in §2 about public scrutiny. Indeed, if mech-
anistic explanations play a pivotal role in enhanc-
ing citizens’ capacity to perform public scrutiny, a 
fundamental function in our democracies, it is rea-
sonable to claim that the transparency of nudging 
mechanisms is an advisable addition from an ethi-
cal standpoint. Nevertheless, this leaves open the 
question of whether such transparency could 
heavily undermine the impact of nudges. Once 
more, we are dealing with a question that scholars 
can address only through empirical investigation. 

The explanation-neglecting approach that cur-
rently characterizes the development of behavioral 
policies can be changed. We hope that, in the near 
future, cognitive scientists will become increasing 
aware that mechanistic explanations of mental 
phenomena are ethically important and will fully 
recognize the downsides of disregarding such ex-
planations. Cognitive scientists should investigate 
mechanistic explanations for nudging and cast light 
on the ethical implications of such explanationsm. 
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