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█ Abstract Creativity, mostly ignored in Western philosophy due to its supposed mysteriousness, has re-
cently become a respected research topic in psychology, neuroscience, and artificial intelligence. We dis-
cuss how in science the approach has mainly been to describe creativity as an information-based process, 
coherently with a computational view of the human mind started with the cognitive revolution. This view 
has produced progressively convincing models of creativity, up to current artificial neural network sys-
tems, vaguely inspired by biological neural processing, but already competing with human creativity in 
several fields. These successes suggest that creativity might not be an exclusively human function, but ac-
tually a way of functioning of any natural or artificial system implementing the creative process. We con-
clude by acknowledging that the information-based view of creativity has tremendous explanatory and 
generative power, but we propose a thought experiment to start discussing how it actually leaves out the 
experiential side of being creative. 
KEYWORDS: Creative Cognition; Cognitive Neuroscience; Computational Creativity; Generative Algo-
rithms; Cognitive Science 
 
█ Riassunto La creatività come processo basato sull’informazione – La creatività, spesso ignorata dalla filoso-
fia occidentale per la sua presunta oscurità, in tempi recenti è diventata un rispettabile oggetto di ricerca 
per la psicologia, la neuroscienza e l’intelligenza artificiale. Vogliamo illustrare il modo in cui lo sguardo 
scientifico sia rivolto prevalentemente a considerare la creatività come processo information-based, coeren-
temente con la prospettiva computazionale sulla mente umana aperta dalla rivoluzione cognitiva. Questa 
prospettiva ha prodotto modelli della creatività sempre più convincenti, fino agli attuali sistemi di reti 
neurali artificiali, vagamente inspirati al processamento biologico neurale, ma già competitivi rispetto alla 
creatività umana in molti ambiti. Questi successi suggeriscono che la creatività possa non essere una fun-
zione esclusivamente umana ma in effetti un modo di funzionare di un sistema naturale o artificiale capace 
di implementare il processo creativo. In conclusione, pur riconoscendo come il considerare la creatività 
come processo information-based possieda grande potere esplicativo e generativo, proporremo un esperi-
mento mentale per aprire una discussione sul come questa prospettiva non copra in effetti il lato esperien-
ziale dell’essere creativo. 
PAROLE CHIAVE: Cognizione creativa; Neuroscienza cognitiva; Creatività computazionale; Algoritmi gene-
rativi; Scienza cognitiva 
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█ 1 Introduction 
 
IT IS OFTEN SAID THAT the quintessence of hu-
manity, as well as the fountainhead of human civi-
lizations, is our ability to be creative. Works of art, 
science, technology, even social organizations are 
all the product of our ability to think and make 
things that are new (i.e., original and previously 
unseen) and valuable (i.e., good, useful, beautiful, 
etc).1 Creative thinking has also been shown to 
play a crucial role in everyday problem solving.2 
Thus, it is not surprising that creative capacities 
have been acknowledged as one of the most im-
portant skills of the 21st century.3 Despite the sig-
nificance of this ability to human progress, we still 
seek a critical grasp of what creativity is and how 
it works. 

Specifically, can creativity be described as a 
function of the human mind, as modern cognitive 
approaches do for perception, movement, or 
memory? In addition, if it can be described as a 
process, does it have to be an inherently human 
process, requiring life and self-consciousness 
(however we define those terms)? Alternatively, 
can we conceive of creativity as a modus operandi 
that could be found also in non-human systems, 
such as an information processing system (e.g., a 
computer, or a network of computers)? Is the evo-
lution of the species on Earth the product of a 
fundamentally creative process that can explain 
their breathtaking and beautiful variety? Perhaps 
there is even an impersonal creative force pushing 
the entire Universe, which brings to the genera-
tion of the infinite types of planets, stars, galaxies 
(only to mention the visible objects) that populate 
the Cosmos as we know it?  

In this article, we show how the view that crea-
tivity is an information-based process that can 
emerge in natural and artificial systems is the 
dominant one in Westernized societies. The cur-
rent models of creativity revolve around the idea 
that creations emerge from fundamentally repeat-
ing patterns and processes, which have some re-
semblance in the competition/cooperation rela-
tionship between a disruptive principle (which 
brings novelty) and an ordering principle (which 
evaluates). Progressively, creativity has come to be 
viewed as a not uniquely human or human-like 
(like in a creator god or a demiurge) capacity, but 
as a process that can emerge out of any system, be 
it brain networks, artificial neural networks, or 
DNA interacting with changing environments.4  

We first describe creativity as an information-
based process from the point of view of cognitive 
science. We then discuss some of the aspects 
linked to the measurability of creativity, which is a 
necessary condition to test the scientific hypothe-
ses and models. We then move on to illustrate the 
most updated neuroscientific hypotheses and a 
description of the core features of the brain net-

works involved in creative thinking. We then de-
scribe some of the most recent computational ap-
proaches in Artificial Intelligence (AI), and how 
they are deeply revolutionizing the field of crea-
tive computation, with an effect also in the world 
of Arts. This progress in scientific and technologi-
cal understanding is slowly bringing us – as a soci-
ety – to the view that a creative algorithm is not 
an oxymoron, but instead as a functional proce-
dure. We discuss some of the societal, ethical and 
philosophical consequences of these advance-
ments in the understanding of creativity as an in-
formation-based system process. At the end of the 
article, while we acknowledge that this infor-
mation-based view of creativity has been very suc-
cessful in industrialized society, we propose a 
thought experiment to start discussing how it ac-
tually leaves out the experiential and first-person 
aspects of being creative. 

 
█  2 The creative process: from a source of divine 

inspiration to the object of scientific research 
 
Interestingly enough, the rational investigation 

of creativity as a process that can be described is a 
very recent enterprise, while in the past it re-
mained untouchable and sacred. In ancient 
Greece, Plato in The Republic wrote that poetry is 
made not by knowledge, but instead by divine in-
spiration by the Muses, thus somehow externaliz-
ing the power of poets. On the contrary, Aristotle 
in his Poetics underlined the various rational 
means by which the poets reach their goal of em-
phatically inducing emotions in the audience 
through their verses. After centuries in which cre-
ativity has been mostly ignored, with some excep-
tions in the Renaissance, we jump to the XVIII 
century in Germany, when Immanuel Kant de-
scribed in his Critique of the power of judgment the 
conditions for creativity of geniuses via imagina-
tion, which – in line with Plato – he still interpret-
ed as an obscure process that cannot be taught and 
does not follow rules, thus remaining fundamen-
tally mysterious, even though he highlights its role 
in the formation of meaning. 

A few years afterward, Arthur Schopenhauer, 
still writing about geniuses in his The world as will 
and representation, acknowledged their need for 
technical abilities, but he underlined that im-
portant increases beyond the ordinary were possi-
ble thanks to a disposition for madness. Of the few 
Western philosophers who did attempt to describe 
the creative process, a rather powerful depiction 
can be found in Friedrich Nietzsche. In his The 
birth of tragedy, he saw creativity as arising 
through the workings of two conflicting divine 
forces: the Apollonian and the Dionysian. The 
Apollonian is rationality, intellect and sobriety, 
while the Dionysian is irrationality, vitality and 
passion, even to the point of deriving these prop-
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erties by substance-induced intoxication (from 
wine, for example). The first represents the forces 
of Order, the second the forces of Chaos. He 
thought that creativity came out of the meeting 
and the balance of the two, as magnificently de-
picted through in the tragedies of ancient Greece.5 

Scientific research on creativity has emerged 
only as a relatively recent field of interest in psy-
chology and neuroscience, after the cognitive 
revolution in the 1950s. In the cognitive approach 
that emerged in those years, and very much alive 
today, human beings interact with the “real world" 
only through the processing of information medi-
ated by sensory input, and the study of cognition 
consists in building information-based models and 
systems that attempt to describe all mental func-
tions as the product of information processing, 
that structures, interprets and storages data in 
neural a well as artificial systems. The cognitive 
revolution bridged the gap between the physical 
world and the mental world with a theory that ex-
plains the mind in terms of information, computa-
tion and feedback which are implemented in phys-
ical systems.6 

This revolution began to deeply change the 
view of creativity, starting to rip off the halo of 
mystery around creativity, and on the contrary, 
igniting scientific research on this elusive concept. 
Creativity research has been, since the start, most-
ly divided into the contextualized evaluation of 
creative ideas (or artefacts) after their generation 
on one side, and the research on the creative pro-
cess itself on the other. The rational attempt to 
describe creativity as a cognitive process, and to 
find empirical evidence in psychological and neu-
roscientific experiments, paves the way to the idea 
that also computing machines can be creative, 
while leaving aside the issue of whether subjectivi-
ty is a necessary condition for creativity. The ques-
tion of whether a computer can really be creative 
remains open, as well as whether it even makes sense 
to say that an automatic and pre-programmed sys-
tem can produce new ideas, original prototypes, 
novel artefacts, or even works of art.7 

To answer these questions, computational cre-
ativity has become an emerging branch of AI that 
places information processing at the center of the 
creative process. Computational creativity inves-
tigates automatic systems that produce novel arte-
facts including poetry, visual arts, architectural 
projects, business and financial service designs, 
and progressively more objects or ideas that we 
would consider creative.8 

To better clarify what it means that creativity 
can be described as an information-based process, 
we can refer to the well-known three levels of de-
scription of the neuroscientist David Marr.9 To 
describe the process of vision, together with To-
maso Poggio, he put forward the idea that any in-
formation processing systems can be analyzed at 

three distinct levels: 
 

1. A computational level: what does the infor-
mation system do. At this level, we answer the 
questions of what problems it solves, and why 
it does these things.  

2. An algorithmic level: how does the information 
system do what it does. At this level, we answer 
questions like what representations does the 
system use, or what processes does it employ to 
construct and manipulate the representations. 

3. A physical level (also called implementational): 
at this level, we ask how the information sys-
tem is physically realised.  
 
Among the limitations of this distinction, it is 

useful in differentiating the various levels of anal-
yses, avoiding possible confusions. If we apply this 
distinction to creativity, we see that we can ask 
three different types of questions: 

 
A. The computational level of creativity: what 

does a creative process do? 
B. The algorithmic level of creativity: how does 

an information system do to create? 
C. The physical level of creativity: how is the crea-

tive information processing system physically 
actually implemented? 
 
The first question concerns a general descrip-

tion of creativity, and it can be discussed within 
human cognition, but it should be general enough 
to be applied to any information processing sys-
tem, independently of whether it is a human brain, 
a rule-based computational system, an artificial 
neural network, or more in general, any region of 
the universe (mechanical, electrical, chemical, bio-
logical, etc.), which takes a sequence of enumerat-
ed symbols or states (information) and is capable 
of processing it (transforming) into another form. 

The second question concerns the actual algo-
rithmic ways in which the system is creative, and 
thus it can be a description of the specific pro-
cessing of the interaction between human brain 
networks, or instead, a definition of an artificial 
neural network and so on that performs the com-
putational aspects of creativity. 

The third question concerns the actual physical 
implementation, and therefore how the creative 
algorithm is implemented with actual biological 
neurons, or how the artificial neural network is 
processed in the electronic circuits of a computer. 

In the next sections we discuss some of the dif-
ferent information-based descriptions of creativi-
ty, and support the idea that they are all pointing 
to the same basic underlying process, described at 
different levels (as defined by Marr). In particular, 
we describe cognitive theories (section 3) that an-
swer the question of what creativity does (Marr’s 
level A); but these theories are not specific or de-
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tailed enough to give an explicit description of 
how the human cognitive system is creative. To 
find such a fine grain description of the creative 
process we must refer instead to the computation-
al models (section 5), which answer the question 
at the algorithmic level (Marr’s level B). In these 
cases, the models have digital/electronic imple-
mentations (Marr’s level C), whereas elements of 
biological implementations (still Marr’s level C) 
are discussed when we illustrate some of the most 
influential brain network models (section 4). 
 
█ 3 Creativity as a cognitive process 
 

A definition of creativity can be found in cog-
nitive psychology, where it is conceived as the 
ability to produce novel (i.e. original, unusual) and 
good (i.e. valuable, effective, useful, beautiful) ide-
as or artefacts.10 While this perspective is con-
cerned with the identification of creative prod-
ucts, the core issue in the scientific study of crea-
tivity is the question of how creative ideas are 
generated.11 Indeed, creative ideas require com-
plex thinking processes, hence refer to the multi-
ple and dynamic processes occurring during crea-
tive thought. Although several scholars, through 
history, have provided a range of frameworks that 
aim to explain creativity in more explicit process-
based ways, currently there is no unified definition 
of the creative process. 
 
█ 3.1 Psychological studies 

 
A pioneering theory of creativity as a process 

was proposed by Graham Wallas.12 The author 
suggested that creativity is an iterative thought 
process of generation and evaluation of solutions. 
In his model, Wallas included four phases: namely, 
preparation (identification of the creative goal), 
incubation (taking a break from the problem, as a 
way to sort out inappropriate strategies and think-
ing patterns), illumination or insight (a sudden re-
alization of how a problem might be solved) and 
verification (check whether the idea has value). 
Notably, Wallas’ model includes a remarkable dif-
ferentiation between unconscious (spontaneous or 
unintentional) creativity, occurring during the in-
cubation and illumination stages, and conscious 
(deliberate or intentional) creativity, occurring 
during the preparation and verification stages. 
Even though Wallas’ four-stage model still holds 
significance, a recent reformulation of the model 
moves away from the notion of a fixed sequence of 
activities, suggesting the need to specify in much 
greater detail the sub-processes involved in the 
creative process. A broader and well-established 
model of creativity has been introduced by Joy 
Paul Guilford in 1956, which distinguishes two 
different operations of thought: divergent and 
convergent thinking. Divergent thinking, often 

referred to as associate thought, serves to explore 
multiple potential solutions to an ill-defined open-
ended problem (i.e., a problem that does not have 
a clear goal and an expected solution). Thus, it 
contributes to a wide, highly variable and original 
range of alternative solutions. Convergent think-
ing, or analytical thought, on the other hand, leads 
to the realization of new solutions by identifying a 
single unique and appropriate solution to a close-
ended problem (i.e., a problem that has a clear and 
expected solution). Precisely, Guilford assumed a 
major role of divergent thinking in creative cogni-
tion,13 breaking it down into three main sub-
processes: fluency (being able to come up with mul-
tiple solutions to a given problem); flexibility (the 
ability to consider a variety of alternatives simulta-
neously); and originality (being able to produce ide-
as that differ from others). Although Guilford’s 
model of creativity is not without criticism, it also 
seems to have been established by scholars as one of 
the most influential, broadly known also as dual-
process models of creativity.14 

 In line with Guilford’s theory,another well-
known definition of the creative process was pro-
posed by Paul Torrance over 50 years ago, who 
described creativity as «a process of becoming 
sensitive to problems, deficiencies, gaps in 
knowledge, disharmonies; identifying the difficul-
ty; searching for solutions, or formulating hypoth-
eses about the deficiencies: testing and retesting 
these hypotheses, and possibly modifying and re-
testing them, and finally communicating the re-
sults».15 In addition to these principles, Torrance16 
identified four necessary components of the crea-
tive process: originality (uniqueness of the resulting 
product), fluency (the quantity of meaningful and 
relevant ideas in response to a given problem), flex-
ibility (the ability to overcome functional fixed-
ness), elaboration (add details to the idea). 

Other theories relevant to creativity at the 
functional levels come from evolutionary psychol-
ogy. Indeed, given that the process of creative 
thinking appears to evolve in time, it can be ex-
plained by applying Darwinian logic. Among these 
models is the blind-variation and selective-
retention model (BVSR) of creativity proposed by 
Donald T. Campbell.17 The idea behind this model 
is that humans generate new solutions by alternat-
ing variation and selection: the first phase entails 
the abundance of ideational variation, ensuring 
that several creative ideas are developed; the sec-
ond phase comprises the refinement of the chosen 
solution. The BVSR has been described as a su-
perordinate process of creativity, showing a major 
theoretical overlap with Guilford’s model. In that 
regard, divergent thinking constitutes one of the 
processes that contribute to blind ideational com-
binations. On the other hand, convergent thinking 
is assimilated to the concept of selective-retention, 
which is crucial, for example, in creative problem 
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solving to either know exactly what constitutes a 
solution and internally select representations that 
most fit to the external world.18 

Since the pioneering work of Campbell, the 
BVSR model of creativity continued to develop 
over decades.19 However, a commonly discussed 
problem derived from the conceptualization of 
Campbell is that he did not give a clear description 
of what it means to be “blind” for the variation 
stage. This was due to the fact that Campbell rec-
ognized that there are multiple mechanisms be-
hind BV, thus he deliberately avoided identifying 
its nature. For example, while the term “blind” has 
referred to a lack of prior knowledge about an 
idea’s value,20 to date it is also discussed in the liter-
ature as a variation in degrees of sightedness,21 
highlighting the role of cognitive control in the cre-
ative process. Yet, the lack of a precise definition, 
makes it impossible to understand whether or how 
BV supports the creative process. Notably, this dis-
cussion seems to be of paramount importance to-
day for the Reinforcement Learning (RL) communi-
ty, where the Exploration/Exploitation trade-off in 
decision making is mostly studied, and where the 
Exploration policy issue may be compared to 
Campbell’s BV. 

Along these lines, associative theories of creativ-
ity emphasize the crucial role of memory in creative 
thought, with elements of knowledge representing 
its building blocks. By definition, generating some-
thing creative implies moving beyond memory, 
since mere recall would never be thought of as truly 
creative. Nevertheless, new solutions do not come 
completely ex nihilo, but they are assumed to 
emerge from variation and recombination of acces-
sible knowledge.22 Sarnoff Mednick’s24 offered an 
interpretation in terms of unique associations be-
tween concepts, stimuli and responses correlated in 
unusual ways. The author defined the creative pro-
cess as: «the forming of associative elements into 
new combinations which either meet specific re-
quirements or are in some way useful. The more mu-
tually remote the elements of the new combination, 
the more creative the process or solution».23 Yet, for 
the sake of efficacy in everyday contexts, our 
mind/brain is tuned to keep common associations 
available,24 hindering original ways of thinking.  

Additionally, Margaret Boden25 provided a gen-
eral cognitivist theory, whose mathematical formal-
ization was proposed by Geraint Wiggins,26 in 
which he distinguished between different creative 
processes: to create novel combination of familiar 
ideas, to explore the potential of conceptual spaces 
and transform them, thus allowing for previously 
impossible ideas to be generated. As we will see lat-
er, these models of creativity based on associative 
theories have now found great empirical support.27 

In recent years, researchers have proposed rep-
resentations of the creative process within the 
framework of complex systems. Liane Gabora28 

proposed a novel theory of creativity, referred to 
as honing theory. Her theory aimed to understand 
how ideas develop over time, considering the 
mind/brain as a self-organizing complex system 
that interacts constantly while adapting to the en-
vironment to reduce psychological entropy. Indeed, 
as humans, we are psychologically tuned to experi-
ence uncertainty in the form of anxiety. This feel-
ing is referred to as psychological entropy. Its 
standard definition was framed in terms of anxie-
ty-provoking uncertainty,29 and Gabora referred to 
it as the driving force for the process of creativity, 
as progressively replacing anxiety with arousal and 
embracing it in a positive manner.30 Indeed, psy-
chological entropy has been proposed to guide the 
creative process in monitoring progress, until it is 
sufficiently restructured, and then the arousal dissi-
pates. Creative restructuring can thus eliminate dis-
sonance and unify previously conflicting results. 
Thus, creative cognition could be encouraged 
through momentarily defocusing attention and 
switching to a more associative way of thinking.31  

Finally, Jürgen Schmidhuber32 formalized a theo-
ry of creativity based on information-processing and 
predictive coding notions and related to the concept 
of intrinsic motivation, defined as «an inherent ten-
dency to seek out novelty, [...] to explore and to 
learn».33 General exploratory behaviour, curiosity, 
and playfulness are caused by such intrinsic motiva-
tion. Therefore, the process of creativity is focused 
on maximizing this intrinsic reward in order to ac-
tively create behaviour, which in turn allows predic-
tion. Intrinsic motivation drives goal-directed rea-
soning of the agents. In his view of creativity, 
Schmidhuber thinks that no theory of conscious-
ness is necessary. He considers consciousness as a 
sort of by-product of the problem solving and data-
compression procedure. Thus, he uses all the terms 
“motivation”, “curiosity”, “playfulness”, etc., think-
ing that the actual subjective component of these 
phenomenological states comes as a side effect of 
the computations34 (see the last section of this arti-
cle for a discussion on the subjective aspects). 

All the above-described models have increased 
our understanding of how the individual creative 
processes might happen. Among all models, the 
most commonly accepted view nowadays remains 
the dual-process models of creativity,35 which in-
terpret the creative process as an interplay between 
a more spontaneous (divergent) and controlled 
(convergent) mode of thinking. Crucially, we have 
also seen how recent models conceptualize creative 
thinking in the framework of adaptive behaviour 
and predictive coding, also highlighting the major 
role of subjective experience and context.36 The 
overall picture however remains very fragmented. 
Given the complexity of creative cognition, a major 
issue remains related to the difficulty of identifying, 
formalizing and disentangling the cognitive sub-
processes underlying the creative thought. 
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█  3.2 How to measure creativity 
 
The cognitive approach has investigated crea-

tivity mainly as an information-based process, 
with the advantage of starting to tackle it scientifi-
cally and trying to overcome its mysteriousness 
coming from past views. Some of its subjective 
components have been considered, but fundamen-
tally put aside as by-products. An important con-
sequence of this approach has been that research-
ers have finally started to address the fundamental 
problem of how to measure creativity, even 
though it does remain a major challenge. Indeed, 
choosing an instrument to measure creativity and 
whether it has adequate psychometric properties 
are all decisions that must be made by creativity 
researchers, as well as how to create ideal testing 
conditions to maximize creativity scores, and 
whether to evaluate creativity as domain-general 
or domain-specific.  

The complex issue of creativity measurement has 
a comprehensive and thriving history of research,37 
revolving around the problem of reliability (produc-
ing consistent outcomes) and validity (measurement 
accuracy). Most approaches to evaluating creativity 
usually distinguish between the already mentioned 
convergent and divergent thinking processes. On the 
one hand, the Remote Associates Test (RAT)38 is a 
widely used test for measuring convergent thinking 
processes (the use of deductive reasoning to solve a 
close-ended problem). The RAT tests the ability to 
make associations: the participant is asked, given 
three words, to come up with a fourth word associat-
ed with all three of them. For example, given the 
three words: “cream, skate and water” the correct 
answer, that relates to all of the previous, could be 
“ice”. Even though the RAT is shown to be reliable, 
its validity is questionable.39 

On the other hand, divergent thinking tasks are 
largely obtained from the foundational Torrance 
Creative Thinking Test,40 which allows the formation 
of associative hierarchies.  

Similarly, Guilford’s Alternative Uses Test 
(AUT)41 represents one of the most employed tasks 
for divergent thought. It requires participants to 
name as many and unusual/original uses of an eve-
ryday object. For example, one the most common 
verbal prompt used for the AUT is the “brick”. 
Given some interval of time (usually 2-3 min) par-
ticipants should provide different responses refer-
ring to the alternative use of a “brick”, such as 
“build a school” or “use it as a pot” or even “use it as 
a weapon”. Following this example, the use of 
bricks to construct a building could be considered 
less original when compared to pots with flowers.  

A question that remains is how researchers assess 
the creative extent from divergent thinking tasks. 
Throughout its history, creativity has mostly been 
studied as an entirely divergent thinking process, and 
several indicators that attempt to quantify this spe-

cific aspect have been adopted; for example, idea-
tional fluency (number of given solutions), originality 
(novelty or unusualness of the answer), flexibility (i.e. 
the number of different semantic categories of ideas) 
and elaboration (precision and details).  

A notable criticism of this form of evaluation is 
that fluency might act as a contaminating factor 
for originality ratings, thus favoring quantity over 
quality of ideas, although a validated approach ex-
ists to avoid this confound factor.42 Other notable 
criticisms regard the subjective scoring of a given 
creative idea. Indeed, a gold standard in most of the 
research are methods based on human judgment (a 
panel of judges or experts), such as in the Creative 
Assessment Technique (CAT),43 which measures the 
originality, novelty or the overall creativity of the 
generated products on a Likert-scale. The applica-
tion of the CAQ or Torrence scoring to the AUT 
have shown consistent evidence of validity with sev-
eral studies reporting moderate to large correlations 
between AUT performance and real-world creative 
achievement in the arts and sciences.44  

However, although the AUT appears to provide 
a good indication of a person’s ability to come up 
with new and original ideas, it’s not entirely clear 
what makes one idea more creative than another 
due to the complexity of individual opinions and 
rater’s experiences. Nevertheless, since the CAT re-
lies on subjective judgments based on norms that 
are generally not precisely described, its effective-
ness can only be measured in part by the agreement 
among raters.  

Interestingly, using the RAT and AUT task as 
an example, it would appear that the dichotomy of 
divergent vs. convergent oriented tasks offers an 
easy solution to isolate components of creative 
cognition (novelty and usefulness). However, this 
aspect is not without criticism.45 Each creativity 
task seems to account only at a particular aspect of 
the creative construct based on the assumption 
that this narrow aspect of creativity is representa-
tive of the entire construct.46 Indeed, the ecological 
validity and domain specificity (according to the 
domain of knowledge: art, science, sport and so on) 
of these tasks are rather limited.47 Creative cogni-
tion can be best reflected in alternative and natural-
istic tasks that are embodied in real-world con-
texts.48 A few examples are already present in the 
literature, such as artistic and drawing tasks, story 
writing and musical improvisation. 

Notably, recent advances in the assessment of 
creative potential have allowed researchers to solve 
at least in part probing techniques for automated 
scoring of creative quality.49 For instance, a method 
to score originality or uniqueness of the creative 
performance was formalized by Wallach and 
Kogan in 1965.50 The method requires researchers 
to compile all the responses of the divergent think-
ing task, such as the AUT, and assign each response 
a 0 (for responses given by two or more partici-
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pants) or a 1 (for truly unique responses). A variant 
of this method involved the count of frequencies 
among responses given by all the samples in a study. 
Given a frequency threshold (e.g., Responses given 
by the 10% of the sample), researchers assign for 
each response a 0 (if the response falls under the 
threshold), otherwise 1. This procedure has been 
criticized since the uniqueness scores are heavily 
influenced by sample size; as the sample size in-
creases, the number of creative responses decreases. 
More reliable methods for assessing creativity are 
making their way today.51 They are particularly 
suited for verbal tasks, such as the AUT, and more 
ecologically valid tasks such as the word-association 
task. Those methods exploit models of natural lan-
guage processing in order to measure the semantic 
distance between a target word and its response, 
which could serve as an objective measure of diver-
gent thinking.52 

However, the issue of creativity measurement is 
still ongoing and is even more relevant if we consider 
how it relates to cognitive neuroscience, given that 
additional methodological limitations are imposed 
by neurophysiological evaluations.53 Indeed, a fur-
ther step in the study of the science of creativity has 
taken the direction of studying its neural bases, al-
most exclusively in humans, with very few animal 
exceptions that we do not discuss here.54 
 
█ 4 Creativity as a brain process 

 
Neuroscience research on creativity has followed 

a quite different route from cognitive theories, most-
ly because the approach has been bottom-up, that is 
to say a collection of attempts to adjust the empirical 
findings. Some of the first studies can be traced back 
to Colin Martindale’s studies (1975). Since then, the 
number of neuroscientific publications on this topic 
has gradually grown until the end of 2000, and about 
70% of them have been published since 2010, up to 
about 850 articles. Such growth has been facilitated 
by progress in psychometric and behavioral creativi-
ty research that accompany the neuroscience studies 
and by the rapidly increased availability of modern 
brain imaging methods. 

Neuroscientific research devoted to the study 
of divergent processes has been extensively ex-
ploited using electroencephalography (EEG) to 
examine the functional significance of brain dy-
namics associated with the generative process as a 
function of the level of originality of the ideas 
produced. One robust and widely replicated find-
ing concerns the increase in alpha power frequen-
cy range (8 to 12 Hz) during divergent thinking 
tasks. Changes in alpha power are typically calcu-
lated in terms of Task-Related Potential (TRP). 
Since the pioneering work of Martindale and 
Mines, creativity has been consistently associated 
with increased alpha power by several other stud-
ies. During the AUT, alpha synchronization has 

been consistently identified in association with the 
production of highly original ideas, compared to 
those with low levels of originality, as well as in 
highly creative participants compared to less crea-
tive ones. Particularly, researchers reported that 
alpha power in the frontal cortex might reflect the 
involvement of a more convergent and goal-
directed thought. Posterior parietal alpha bands, 
on the other hand, appear to reflect a more diver-
gent cognitive process, with internally directed at-
tentional mechanisms. Other interesting findings 
from EEG research emphasise how idea genera-
tion is not to be considered an isolated phase in 
the creative process, but instead appears to oper-
ate dynamically in joint action with other compo-
nents, such as the idea evaluation phase. Hao and 
collaborators, for example, have shown that reit-
eration between the idea generation and idea 
evaluation phases facilitates the development of 
creative ideas.  

In addition to EEG research, brain activation as-
sociated with creative thinking has been extensively 
investigated through functional magnetic reso-
nance (fMRI). Although these investigations are 
quite recent, they have outnumbered EEG, provid-
ing a deep contribution to the overall research on 
creative cognition. A recent attempt to summarize 
the current state of knowledge on the neurophysio-
logical basis of creativity comes from Anna Abra-
ham, who distinguished between global- and local-
based explanations. The local explanation high-
lights specific brain regions involved in creative 
cognition. The prefrontal cortex seems to play ma-
jor and distinct contributions, as an integrator of 
the output of several cognitive processes. Lesions in 
the prefrontal cortex have been related to decreased 
creative capacities, along with reduced fluency and 
originality in creative ideation tasks. Global expla-
nations of creative cognition, on the other hand, are 
supported by systems neuroscience, which corrobo-
rates the view of creativity as a cognitive process 
supported by dynamic interactions within and be-
tween large-scale brain networks. Far from being a 
single unique process, these explanations focused 
on the notion that creativity relies on a series of 
multiple and simultaneously operating processes, 
which emerge from large-scale neural assemblies 
working in synchrony during the ideation. 

Recent studies reported a consistent pattern of 
functional connectivity during the creative perfor-
mance, characterized by the interactions between 
two major large-scale brain networks; namely the 
Executive Control (ECN) and Default Mode (DMN) 
networks: 

 
● The ECN consists of lateral nodes of the dorso-

lateral prefrontal cortex and posterior parietal 
regions. This network supports cognitive con-
trol processes, abstract thinking, and planning, 
including the capacity to enable the relational 
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integration, retention and inhibition of mental 
representations involved in externally-goal di-
rected attention.  

● The DMN includes regions of the prefrontal 
cortex and temporal lobe, the posterior cingu-
late cortex, the medial temporal lobes, the 
precuneus and the temporo-parietal junction. 
In contrast to the ECN, the DMN is found to 
be active in the absence of current external 
stimuli and thus during self-referential or spon-
taneous thought, such as mind-wandering, epi-
sodic and semantic memory, as well as diver-
gent thinking and mental simulation.  
 
These two large-scale brain networks have of-

ten been considered as antagonistic, as much as 
the putative cognitive processes needed to support 
them, namely divergent and convergent thinking. 
These perspectives contribute to the ongoing de-
bate between a more spontaneous (divergent) and 
controlled (convergent) mode of thinking, also 
known as the dual-process models of creativity. 
Crucially, the ECN and the DMN seem to exhibit 
increased functional coupling during different 
creative activities such as creative idea generation, 
artistic visual ideation, musical improvisation, lit-
erary generation. This perspective was corrobo-
rated by a meta-analysis of functional imaging 
findings on creativity by Gonen-Yaacovi and col-
leagues, who identified a set of frontal and parie-
to-temporal regions activated during tasks that 
engage creative thinking. Moreover, a review by 
Beaty and colleagues elaborated on the creative 
network dynamics and demonstrated that the ex-
ecutive and default mode networks can reliably 
predict the creative thinking ability of individuals. 

In addition, studies that implemented analysis 
of dynamic changes in functional connectivity pat-
terns found that ECN and DMN’s switching rate 
predicts the performance of higher-order cognitive 
functions, and particularly creative cognition. Crea-
tive ideation seems to be related to the temporal 
variability of resting-state functional brain net-
works at 3 different scales (the regional level; the 
network level: within networks and between net-
works; and the whole-brain level) to a verbal score. 
In line with these findings, Shi and colleagues ex-
amined the associations between brain entropy, a 
measure of the level of brain activity disorder, and 
divergent thinking. They found that divergent 
thinking positively correlated with regional brain 
entropy in the left dorsal anterior cingulate cortex 
and left dorsolateral prefrontal cortex, suggesting 
that spontaneous processes underpinning divergent 
thinking are characterized by high disordered activ-
ity in specific brain areas. All the above findings 
have shown that variations in brain-network con-
nectivity provide a reliable biomarker of creative 
thinking ability. Overall, the neuroimaging investi-
gation of creative cognition suggests that creativity 

is a complex and heterogeneous phenomenon, 
which encompasses more ordinary cognitive pro-
cesses such as memory, attention executive func-
tion, as well as the interaction between them. 
 
█ 5 Creativity as a computational process 

 
Machine learning is a subset of the more gen-

eral field of AI, and it allows artificial systems to 
learn how to perform some tasks without being 
explicitly programmed.55 Recent tremendous ad-
vancement in the field of machine learning is 
starting to realize systems that seem to capture the 
general computational description of creativity 
that current processors can implement very effi-
ciently. Some of these creative architectures ap-
pear to share some similarities with the algorith-
mic descriptions of biological neural network 
models discussed in the previous section. Hence, 
computational models can provide an excellent 
mechanistic testbed for detailed cognitive and 
brain models of creative cognition.  

The general question is: how can a computer 
be creative? As a first step to address this issue, 
cognitive endeavor is mainly concerned with cen-
tral processes that can be translated in computa-
tional terms. This includes the extent to which in-
formation is structured and accessed by different 
types of memory systems, and the related process-
es or operations that are applied in such systems, 
such as retrieving and evaluating various sources 
of information. In that sense, once the memory 
systems and the operation applied to them are 
known, we may be able to circumscribe the crea-
tive process in a computational sense.56 
 
█  5.1 Evolutionary computation 

 
Since the 1970s, one of the main approaches in 

computer science to attempt to implement creative 
processes has been in trying to imitate the process of 
the evolution of biological species. The field is called 
evolutionary computation, and it is proving to be 
quite useful in addressing design and engineering 
problems tasks. The different algorithms include ge-
netic algorithms, evolution strategies and program-
ming, and finally genetic programming. In recent 
years, this area of research is entering a new phase, 
mainly due to the progress in hardware solutions, 
which can process massive amounts of information 
at an unprecedented rate. Such solutions allow the 
opening up of new possibilities for autonomous ma-
chines to adapt to a variety of environments. The 
core algorithmic description of evolutionary pro-
cessing is as follows. First, there is an initialization 
process that starts the search for a solution within a 
population of randomly generated solutions. Then 
there is a loop that evaluates the current generation 
of solutions, selecting some to act as the basis for the 
next generation, and then creating new solutions 
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through variation (mutation). The selection is there-
fore grounded on a fitness function, which is specific 
to the problem to be solved by the evolutionary algo-
rithm, that will find solutions that optimize the fit-
ness values, or at least approximate them. The algo-
rithm repeatedly checks whether termination criteria 
specified by the programmer are met — such as 
reaching a desired level of fitness, or not having any 
improvement in fitness for several generations.  

At a more general level, we can say that evolu-
tionary computation is based on the idea of progres-
sively iterating population improvement through the 
interplay between random events and a selection 
guided by a fitness function. Therefore, a general 
computational description (in Marr’s terms) is that 
these algorithms work by cycling the interplay be-
tween generative components (the randomness and 
the mutations), and a selective component until a 
satisfactory threshold is reached. This interplay 
shares some similarities with a computational de-
scription of creativity as an interplay between a 
random (novel, chaotic, etc.) process and an evalua-
tive (useful, ordering, etc.) process, as seen under 
many forms (convergent/divergent thinking or 
Campbell’s BVSR model) in the previous descrip-
tions of creativity in other domains. This descrip-
tion is the basic process of creativity that we see in-
stantiated also in other very successful artificial cre-
ative systems that we are going to list below.  

Soon it is expected that we will see many appli-
cations where human creativity is augmented by 
evolutionary computation in the search of com-
plex solutions, mainly in the field of industry and 
technology, healthcare, agriculture, finance and 
commerce.57 
 
█  5.2 Single vs. dual computational models of crea-

tivity 
 
In previous sections, the two components of 

creativity (novelty and usefulness) were suggested 
to emerge in humans due to a loop of divergent 
(flexible, internally focused attention) and conver-
gent (controlled, or externally focused attention) 
thinking. This view was further corroborated in 
recent neurocognitive studies, which delineated 
brain mechanisms underpinning these two modes 
of thinking. In light of these results, recent compu-
tational models simulating creative cognition have 
implemented divergent and convergent processes. 
In a recent review, Mekern and colleagues58 sum-
marized these models distinguishing between sin-
gle and dual computational models of creativity, 
and they suggested a unitary approach that ac-
counts for the distinction between processes un-
derlying creative cognition. Among the single 
models, divergent thinking has been studied using 
a network science approach,59 and modelled as 
spreading activity in artificial neural networks.60 
Several works provided empirical evidence that 

differences in the organization of the semantic 
memory networks influence the extent of diver-
gent thinking, both in adults61 and in children.62 
Particularly, the semantic networks of highly crea-
tive individuals were characterized by small-world 
network topography, which was interpreted by the 
authors as enabling more efficient retrieval strate-
gies when connecting remote associations. The 
flexible properties of this semantic network struc-
ture were corroborated by a study that probed the 
robustness of the network with response to target-
ed attacks within a percolation theory frame-
work.63 Another recent approach is based on com-
putational models implemented within a theoreti-
cal framework named CreaCogs,64 which simulat-
ed performance on both the AUT and the RAT. 
Specifically, performance on the AUT relies on the 
object replacement and object composition (OROC) 
model, which is focused on the spread of search. 
Through the CreaCogs-OROC insight problems 
(well-defined problem space with stimuli that are 
sufficiently obvious to enable the sudden realiza-
tion of the solution) might, at least theoretically, 
be solved. This system organized memory into 
three different layers (from the subsymbolic level 
to a problem-solution template level), each 
grounded in the subordinate layer, allowing to 
solve the creative problem by simply taking simi-
lar problems and already existing solutions, and 
substituting or decomposing them. In a similar 
vein, performance on the RAT was achieved fol-
lowing a more convergent search process. Indeed, 
the ComRAT is able to identify a word that was 
associated with each of the stimuli words by em-
ploying a winner-takes-all approach in the diver-
gent spreading activity over an associative net-
work. This was also observed in a biological feasi-
ble spiking neuron whose performance on the 
RAT mirrored those of humans.65 It is worth men-
tioning that for a cognitive model, being able to be 
creative does not directly mean that it is being cre-
ative in the same way as people. Still, simulating 
human behavior could be of great importance in 
gaining insight into the creative process.  

 A recent proposed cognitive architecture based 
on the framework of predictive coding (systems 
motivated by a principle of efficiency in infor-
mation processing) is the Information Dynamics of 
Thinking (IDyOT).66 The IdyOT has been pro-
grammed with distinct representations of sequence 
in time and semantic memory in a deeply hierar-
chical fashion, as described by Wiggins. Imple-
mented in a similar vein to the well-known Baars’ 
Global Workspace Theory,67 the IDyOT represents a 
statistical learning model to create new predictions 
and compete for attention in a global workspace, 
therefore it also accounts for cognitive processing 
“in terms of a pre-conscious predictive loop”.68 
Bringing back the role of consciousness and atten-
tion, this cognitive architecture is structured in dif-

https://www.sciencedirect.com/topics/neuroscience/neural-networks
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ferent parts directly inspired by Wallas’ ideas, and it 
is also related to the notion of curiosity and com-
pression expressed by Schmidhuber as a fundamen-
tal motivation for cognitive process. 

With the above brief excursion, we have start-
ed to see how artificial neural networks, thanks to 
their ability to incorporate context meaning and 
to build associations, may model creative thinking. 
 
█  5.3 Generative adversarial networks 
 

Among the generative models, there are the so-
called Generative Adversarial Networks (GANs), 
which are a class of artificial neural networks that 
have gained considerable popularity in the past 
few years69 (for similar approaches see also).70 
Generative deep learning refers to a collection of 
network-based machine learning methods particu-
larly successful. They can be understood as sto-
chastic recipes that support the generation of new 
data maintaining a similar internal structure to 
training data.71 In order to create new data, gener-
ative models need a huge number of training data 
(e.g., images, sounds, sentences, etc.). A key fea-
ture of these systems is that their number of pa-
rameters is significantly smaller than the amount 
of data in which they are trained. With such con-
figuration, the models are therefore required to 
learn (detect and internalize) the essence of the 
data effectively in order to generate it.  

GANs operate with two reciprocal and separate 
neural networks, namely one that acts as a generator 
and another that acts as a discriminator. While the 
generator takes as input a vector of random numbers 
and converts it into the form of data that is of inter-
est to mimic (for example images of faces, or land-
scapes or songs), the discriminator takes as input a 
set of data, either real (from a repository, for exam-
ple from the web) or generated by the generator, and 
it returns as output a probability that those data are 
real and not generated (real faces, true landscapes, 
real songs, and so on). Hence, the discriminator aims 
to distinguish between data generated by the genera-
tor and the real-world data. Both the generator and 
discriminator implement a so-called min-max game 
between one another (minimizing the maximum 
risk).72 As a result, on the one hand, the discrimina-
tor learns to increase the likelihood of distinguishing 
the real data from the fake data produced by the 
generator; on the other hand, the generator learns to 
increase the likelihood that it will be able to fool the 
discriminator. Following this cycle, the efficiency of 
the discriminator increases the performance of the 
outputs of the generators.73 The results are a genera-
tion of new data, which are fake, in the sense of not 
directly taken from real data (i.e., a repository), but 
on the other end they are so valuable as to be indis-
tinguishable from a real thing. Therefore, being this 
data new and valuable, they are as close as you can 
get to a creation. 

█ 6 Consequence of creativity as an information-
based process 
 
Whether it is GANs, or some hybrid system ca-

pable of implementing a creative process with other 
machine learning devices, the human creativity eco-
system is most likely just at the dawn of a profound 
transformation. The consequences of the develop-
ment of AI algorithms for creativity are beginning to 
be pervasive, and probably will be increasingly so. 
The consequences are affecting, on the one hand, the 
scenario of the products generated using creative ar-
tificial neural networks, and on the other hand, also 
the way in which human beings can be creative, with 
a series of influences also on arts, sciences and indus-
try, expanding what it means to be human and the 
conceptual limits of our relationship with the world.  

In arts, besides a few timid experiments using 
basic AI systems until a few years ago, very recent-
ly there has been a rapid increase of interest in al-
gorithms to generate artistic products. In 2018 at 
the Chriestie’s auction house, a portrait entitled 
Portrait of Edmond de Belamy was sold in the in-
ternational market, but it was signed by the collec-
tive of artists Obvious who declared that they used 
an AI system based on GANs. The initial estimate, 
prior to the auction, was $7,000, but it then sold 
for $432,000, marking a historic transition in the 
attribution of value to creative products generated 
by automated systems.  

The potentiality of adopting AI creative sys-
tems, and GANs in particular, has been embraced 
by other artists such as Obvious, the most famous 
of which is the German artist Mario Klingemann. 
His work has been exhibited from the Museum of 
Modern Art in New York, to the Centre Pompi-
dou in Paris and the Photographers’ Gallery in 
London. He uses the expression neurography to in-
dicate the process he adopts to set up his artistic in-
stallations (e.g., one of the most famous is Memories 
of Passerby). He trains his artificial neural networks 
using a variety of sources, online and offline (e.g., 
photographs from electron-microscopes in one of 
his installations), and then he lets his set up to gen-
erate thousands of images per day. In his view, au-
tomated systems can be really creative, or even 
more creative than humans, who instead have lim-
ited access to information, and tend to behave 
“more automatically and habitually”. He claims 
that machines can give humans the capacity to 
open up new ways of appreciating a form of creativ-
ity that is more advanced than ours. For a discus-
sion on the aesthetics of artificial neural networks.74 

While until now GANs have proved useful and 
the most convincing systems in generating images 
and visual art, currently there are several attempts 
to use them in several other domains, even though 
they are not as successful yet. There are several 
technical issues to be solved for example with gen-
erating texts, but several companies and research 
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institutes are working to overcome them with the 
complementary use of other machine learning 
methods.75 Several types of computational devices 
are progressively used for generating poetry, stories, 
metaphors, analogic reasoning, and even jokes.76 
Recent years have also seen rapid growth in the 
number of programs capable of composing music, 
and most of these solutions, such as Flow Machine 
or Aiva, are very successful with the public.77 Given 
the appreciation, questions of quality do not seem 
to be the main problems, which are instead philo-
sophical (are these pieces real works of art?), or 
commercial (who owns the copyright?).  

These technological advancements are just a 
part of the more general societal transformations 
linked to the understanding of creativity as an in-
formation-based process. A recent business intelli-
gence report released by HTF MI entitled Global 
Computational Creativity Market Size, Status and 
Forecast 2019-2025 covered a detailed analysis of 
the expected adoption of automatic creative sys-
tems by manufacturers in a great variety of busi-
ness segments and technology-based companies 
(such as IBM, Google, Microsoft, Adobe, Amazon, 
Autodesk, Jukedesk, etc). The survey analysis cov-
ered the expected use of computer science “to imi-
tate, study, and stimulate human imagination”. 
North America held the largest market share in 
2019, both in terms of services (for example, to de-
signers) and solutions (various products), but now 
also Asia is expected to grow extremely fast in the 
years to come, with the backup of increased gov-
ernment spending on AI technology. The compu-
tational creativity market is expected to hit 
around 3 billion USD by 2028. 

We are just at the beginning of a business and 
technology-driven societal transformation, and it is 
hard to predict how these new services and prod-
ucts will transform the general perception of crea-
tivity. On one hand, these changes can be perceived 
as AI giving people extremely powerful tools that 
can help them exhibit superhuman capacities. On 
the other side, they will bring human beings to the 
problem of dealing with AI systems that we can per-
ceive as unbeatable. This has already happened in 
many other specific domains, ranging from simple 
arithmetic (very few individuals still do mental 
arithmetic, given that we can use calculators on our 
smartphones), to precision in design or manufactur-
ing, to playing chess, in driving a car, in making 
complex choices in business, government and econ-
omy, and so ultimately also in the creative process.  

In the past, what we have seen in specific fields 
or activities that have been superseded by AI sys-
tems, after an initial human reaction of non-
acceptance or anger at this superiority in automat-
ic performance, later on, people realize that ma-
chines are not against the human way. A progres-
sive adaptation of this type has occurred, for ex-
ample, in the limited terrain of the game of chess. 

At the moment, chess is not a "solved" game, that 
is, it is not yet mathematically proven that there is 
always a strategy that if executed by a perfect 
player leads him to certain victory, or at least to a 
draw if the opponent is also perfect, as it hap-
pened for example for the checkers. This is due to 
the still too high number of possible combinations 
for this game compared to the current computing 
potential. Nonetheless, the level of play of current 
AI systems has surpassed the level of play of the 
greatest international masters numerous times. 
The impact of AI on chess was first of flattening, 
to the detriment of the charm, mystery and dyna-
mism linked to the difficulty of the game, but then 
there was an acceptance of this new tool, which 
was also included in the amateur level and in the 
experience of the player who can use these systems 
to improve progressively. Once assimilated, auto-
matic systems are perceived as expanding the 
emotional and experiential components linked to 
the activities.  

If we think in terms of the superiority of hu-
mans or machines, we are clearly destined to suc-
cumb. But this is a meaningless comparison, as au-
tomatic systems are not human, and they are, with 
all probability, not conscious, or at least not as 
conscious as human beings are. Similarly, none of 
us would compare the human body’s speed when 
running to that of cars, airplanes or artificial satel-
lites in orbit. This is not a meaningful comparison 
to make. Observing a machine that "surpasses" us 
in perception, reasoning and creativity can induce 
a sense of inability in us, but these are functions 
that cannot be compared. As our human body has 
value because it is human, and machines are simp-
ly supporters of everyday human life and activi-
ties, in symbiosis with our body, something similar 
happens with our mental functions when they are 
surpassed by computational devices.  

Emerging technologies change the way we live 
by opening us to new ways of acting. Creative ma-
chines are not and will not compete with our abili-
ties, with all probability they will be perceived as a 
vehicle that can allow human consciousness to 
transport humans to places of knowledge where it 
would be difficult or impossible to go without 
their support. 
 
█ 7 Final considerations on the role of the first-

person experience in human creativity 
 
These societal transformations mostly driven 

by AI technology advancements are affecting the 
view of creativity. Creativity is becoming more 
and more perceived as an information-based pro-
cess, and not, as in the past views, as some inexpli-
cable or divine event that cannot be guided in any 
way, that is only possible in mad geniuses or par-
ticularly talented individuals. As everybody today 
can do rapid and complex calculations in a matter of 
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seconds using digital calculators, should we expect 
that anyone will be able to be creative in generating 
works of art, or industrial innovations, or govern-
mental policies just pressing a few buttons? With all 
probability, the answer is affirmative, because as we 
have seen, this is already happening now in a variety 
of creative fields, for example in the visual arts. But, 
in more philosophical terms, are we in the presence 
of creativity? Some would argue negatively. 

This article has aimed to integrate some of the 
key steps in the evolution of the idea that creativi-
ty can be described as an information-based pro-
cess. We started from the very first philosophical 
views attempting to describe creativity as an inter-
action between order and chaos, then we moved to 
cognitive models and the methods to measure cre-
ativity, to the most recent neuroscientific studies on 
the creative brain and finally to the great advance-
ments in creative AI technologies that are so radi-
cally changing the way we understand creativity in 
art, industry, economy and so on. But when we talk 
about human functions, such as creativity, we can 
also consider an experiential component concern-
ing the subjectivity of the agent of these functions.78 
This experiential aspect is clearly secondary or ne-
glected completely in all these information-based 
recipes for creativity, where the subject producing 
the creative ideas is nowhere to be found.  

In the information-theoretic approach, it is not 
a matter of verifying whether creativity has the 
property of being an experience in a conscious 
mind. When we view creativity in the experiential 
sense, then it becomes a human property, as long 
as we do not have scientific verifications of natu-
ralistic and physicalist explanations of what first-
person experience and subjectivity are in terms of 
special arrangements of information, as theorized 
for example in Integrated Information Theory.79 

In ordinary language, we might switch from 
one meaning of creativity (as an information-
based process) to the other meaning (as a subjec-
tive experience), thus mostly confusing the views. 
For example, when we say that nature is creative 
in showing all the beautiful and different colors of 
the flowers, we might mean it as an information-
based process if we think in evolutionary terms, or 
as the creation of a conscious god if we are crea-
tionists. Otherwise, in less religious terms, when 
we say that to understand a work of art we need to 
be creative, as in Tröndle and Tschacher,80 we are 
using the term mostly in the experiential sense, 
where the phenomenological first-person perspec-
tive is required.  

The evolution of the idea of creativity as an in-
formation-based process is fundamentally neutral 
to the theme of subjectivity, in the sense that it is 
not considered a necessary condition. But what if 
actually what all these AI systems are doing is not 
really implementing a creative process, but just a 
simulation of it, as when a digital vocal assistant 

synthesized voice simulates a tone, and we do not 
really think that it is feeling those emotions. And 
simulating creativity is a very different simulation 
from that of performing a mathematical calcula-
tion, where no particular emotion is involved and 
the first person experience of calculating is irrele-
vant. Thus, what is the role of the experiential 
component in being creative? What is the role of 
wonder in becoming creative,81 or the role of feel-
ing bored,82 just to name some of the human expe-
riences that are linked to being creative, against a 
more functional and utilitaristic view of creativity 
as a process? What is the role of being curious or 
motivated to be creative? 

The philosopher Bence Nanay, for example, 
claims that an idea is felt as creative only if a person 
that produces it also experiences it as something 
that appeared impossible to her before.83 He claims 
that the right analysis for the concept of creativity 
cannot be of the functional or computational as-
pects, but it should be about the experiences. Also 
other authors claim that creativity should not be 
defined as a disposition to produce valuable ideas, 
and instead, they underline a more phenomenolog-
ical approach in terms of the imagination.84 

Are we in the presence of two, perhaps incom-
patible, descriptions of the same process, one that is 
information-based and the other that is experience-
based? After all, even the process of walking can be 
described in two apparently separate terms, namely 
as an information-based algorithm (e.g., a human-
oid robot walking in a forest), or as a first-person 
experience (e.g., being a person who walks in a for-
est). Afterall, Marr’s levels of description illustrated 
earlier in the paper (computational, algorithmic, 
and implementational), which he formulated rela-
tive to the process of vision, do not leave any space 
for a subjective and qualitative description of vi-
sion. He did not include a level 4 consisting in the 
description of the experience of seeing (colors, or 
shapes, or faces, etc), and thus like this: 

 
4. An experiential level (also called subjective): at 

this level, we ask how is to be the information 
system which, referred to creativity, could be 
formulated as: 

 
D. The experiential level of creativity: how is it to 

be the creative information processing system? 
 
We are not going to directly address these an-

cient, deep, and controversial philosophical ques-
tions in this article,85 but we want to end by pro-
posing a novel thought experiment that could help 
to at least frame the problem. This thought exper-
iment is a variation of what was proposed by the 
philosopher Frank Jackson in his so-called Mary 
the super-scientist experiment, where in his case it 
concerned physicalism in conscious vision.86  

Let us imagine that in a not so distant future 
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there is a person named Mario the super-artist, 
whose brain is structured in a way that makes it 
impossible for him to be really creative (for exam-
ple, the connections between his DMN and his 
ECN have been cut since birth, assuming that this 
biological connection turns out to be necessary 
and sufficient for being creative). Additionally, he 
is a great expert on the information-based process 
of creativity, because he spent many years study-
ing it, up to the point of knowing perfectly well the 
most updated algorithm for implementing creativ-
ity (as, for example, in a very advanced evolution 
of a GAN). Mario is recognized worldwide as a 
great artist, but in reality, his work consists in col-
lecting digital images of his life with a webcam 
mounted on his head, and then performing several 
calculations on them by hand, working pixel by 
pixel while following the creative procedure. Sev-
eral art critics, as well as the general public, unbe-
knownst of his methodology, are very appreciative 
of his work, and thus his images are sold at very 
high prices and exhibited in top museums around 
the world. With time he has become very fast and 
efficient in implementing the creative procedure, 
and he is satisfied with the money that he earns. Is 
Mario creative or not? 

Let us remember that the images are entirely 
worked by him, and they are the product of his 
knowledge of the recipe for creativity, and so he is 
not even using other electronic devices. Clearly, 
his work is not the product of his creativity or in-
sight, because he is not capable of performing it, 
but nonetheless, his knowledge of the creative 
process allows him to produce images that are 
judged new, beautiful, and of great value.  

One day, Mario undergoes a brain surgery 
that restores the malfunctioning connections in 
his brain, and he becomes fully capable of being 
creative and of having direct experience of it. 
Mario continues to work on his digital images, 
but now that his brain is capable of being creative 
of its own, he decides to not follow the creative 
procedure anymore and to just work on the digi-
tal images of his life as it pleases him and with his 
enjoyment. He actually enters in a mental state of 
great immersion when he works on his images, an 
ecstatic state of flow that he had never experi-
enced before.87 But, unexpectedly, the quality of 
his images decreases considerably compared to 
when he used the algorithms, and both the art 
critics and the general public stop appreciating 
his works and performances. Has Mario lost or 
gained creativity after the brain surgery? 
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